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SI Materials and Methods
Stimuli. The pieces chosen for experiment 1 were composed by
Bach, Brahms, and Beethoven: Goldberg Variations, BWV 988:
Variation 17 a 2 Clav (Bach, J. S. Bach: Goldberg Variations,
Murray Perahia; Sony, 2000), 8 nps; Four Piano Pieces: In-
termezzo in C (Brahms, J. Brahms: Händel Variations; Murray
Perahia; Sony, 2010), 5 nps (shown in Fig. 1 C and D); and Piano
Sonata No. 4 in E-flat major, Op. 7. II. Largo, con gran es-
pressione (Beethoven, L.; Murray Perahia: Beethoven Piano
Sonatas Nos. 4 and 11; Murray Perahia; Sony, 1983), 0.5 nps.
Experiments 2 and 3 both used the selection of pieces specified

below but differed in the type of participant: NM in experiment 2
and M in experiment 3. The pieces were chosen for note rates that
were slow but just above the 0.5 nps of the Beethoven piece from
experiment 1. All pieces were chosen from Beethoven piano so-
natas: Piano Sonata No. 11 in B-flat major, Op. 22: II. Adagio con
molto espressione (Beethoven, L.;Murray Perahia: Beethoven Piano
Sonatas Nos. 4 and 11, Murray Perahia; Sony, 1983), 1.5 nps; Piano
Sonata No. 7 in D Major, Op. 10, No. 3: II. Largo e mesto
(Beethoven, L.; Beethoven: Piano Sonatas Nos. 7 and 23, “Appas-
sionata,” Murray Perahia; Sony, 1985), 1.0 nps; and Piano Sonata
No. 23 in F Minor, Op. 57, “Appassionata”: II. Andante con moto
(Beethoven, L.; Murray Perahia: Beethoven Piano Sonatas Nos. 4
and 11, Murray Perahia; Sony, 1983), 0.7 nps.

MEG Recording. Five electromagnetic coils were attached to a
participant’s head to monitor head position during MEG re-
cording. The locations of the coils were determined with respect
to three anatomical landmarks (nasion, left and right preaur-
icular points) on the scalp using 3D digitizer software (Source
Signal Imaging) and digitizing hardware (Polhemus). The coils
were localized to the MEG sensors, at both the beginning and
the end of the experiment. Although the MEG’s initial sampling
rate was 1,000 Hz, after acquisition, the data were downsampled
to 100 Hz.

Time–Frequency Analysis. As we were investigating relatively slow
oscillations, we performed the time–frequency (TF) analysis on
the whole (contiguous) session before epoching the TF repre-
sentation into trials, to avoid large edge effects at the beginning
and end of trials at low frequencies. The center frequencies
(CFs) of each band were spaced unevenly and so that one band
would fall directly on the frequency corresponding to the note
rate of the stimuli: [0.3–1.7 (0.2-Hz spacing), 2.5–10 (0.5-Hz

spacing), 11–20 (1-Hz spacing), 22–50 (2-Hz spacing)]. It is
worth noting that, although we spaced the CFs in this manner,
the spectral resolution of the wavelet analysis decreases with
higher frequencies. The bandwidth of each band can be calcu-
lated as 2*CF/m.

ITC-Envelope Correlation. ITC shows transient broadband spikes to
note rates below 1 Hz (Fig. 3). We hypothesized that such activity
was the result of onset responses to individual notes rather than an
entrainment to the continuous stream. If this is the case, then the
timing of the spikes should coincide with large increases in the
sound envelope. This should result in a high correlation between
ITC and the stimulus envelope. We ran a Pearson’s correlation
between the average ITC from 0.5 to 10 Hz and the stimulus
envelope for each clip. We then Fisher-transformed the R values
and averaged clips across subjects within note rate. While note
rates at and below 1 nps result in a high correlation, note rates
above that limit show a steep drop-off suggesting that this tracking
is much less susceptible to individual note onsets (Fig. S2).

Topographical Analysis. Previous effects regarding beta power and
temporal prediction have found effects in central motor and
premotor regions. Therefore, we tested whether the channels that
show the beta effect for accuracy were more central than the
auditory channels (as defined by the functional localizer). We
performed this analysis in two ways.We grouped channels by their
location on the horizontal axis (15 groups coded by color in Fig.
S3A) and summed activity within group normalized by the
summed activity of all groups. This allowed us to compare di-
rectly, the peak event-related potentials (of the functional lo-
calizer) to the beta power using each group’s proportion of the
global response. Fig. S3B shows the beta effect to have a near-
normal distribution with a more central peak. The auditory re-
sponse is more bimodal and peripheral. The difference in the
two distributions is confirmed by a Kolmogorov–Smirnov test
(D = 0.202, P < 0.05). The difference between these distributions
is shown in Fig. S3C, confirming our previous observation and
showing a large effect size (compared with an average pro-
portion of 1/15 = 0.067). We also conducted a simpler analysis by
comparing the absolute distance of all channels selected by the
functional localizer (Fig. S1) and all channels with a significant
difference in beta power between hits and misses (Fig. 6B). A
two-sample T test showed that auditory channels are significantly
more peripheral than beta channels [t(142) = 4.90, P < 0.0001].

Fig. S1. Auditory localizer selects channels that overlap with cortical entrainment. In color, the topography of ITC for the neural frequency corresponding
to the dominant note rate in frequencies above 1 Hz (where effects were significant) for nonmusicians (experiments 1 and 2) and musicians (experiment 3).
The channels taken from the functional auditory localizer are plotted over in grayscale. The scale is indicative of the number of subjects for which that channel
was picked.
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Fig. S2. ITC driven by onset responses for note rates at and below 1 nps. We averaged ITC from 0.5 to 10 Hz and correlated the time-series with the stimulus
envelope. We do this for each subject, Fisher-transform the R values, and average them. We observe a strong temporal correlation with all note rates at 1 nps
and below, reflecting onset responses. Above that rate, the correlation is drastically reduced as the auditory cortex moves to a cortical entrainment mechanism.
This analysis reinforces the notion that 1 Hz represents a transition point from stream entrainment to sequential onset responses.
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Fig. S3. Channels showing beta effect of accuracy are more central than the auditory localizer. (A) Each channel is plotted in 2D location. Colors indicate
groupings for subsequent analysis in B and C. (B) In each group, the activity was summed across channels and divided by the summed response of all 157
channels to generate the proportional contribution from each group. If the effect was uniformly distributed, each groups proportion would be evenly spread at
1/15 = 0.067. The beta effect (topography from Fig. 6B) peaks more centrally, whereas the auditory topography (generated by the functional auditory localizer;
Fig. S1) is more lateral and bimodal. (C) The difference of the bars in B is shown. The positive direction represents greater beta response than auditory. The
difference in distribution at its peaks is more than half the 0.067 uniform proportion. (D) Compares the absolute distance from the midline of all channels
selected by the localizer and all channels with significant differences in beta between hits and misses. Auditory channels are more peripheral than beta channels.

Fig. S4. Enhanced beta power in musicians in nontarget trials. Comparison of musicians and nonmusicians in power on collapsed across clean trials in all
conditions. Nonsignificant values are masked. The two panels show the effect averaged across auditory channels in the left hemisphere (Left) and the right
hemisphere (Right). This shows a clearly left lateralized effect. Statistics are performed exactly in the same manner as Fig. 6C.
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